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PROBLEM STATEMENT

Existing Visual Question Answering (VQA) systems are not designed to cater visually

impaired users, lacking features for accessibility and usability.

Traditional VQA techniques heavily depend on visual inputs, excluding users with

impaired vision from interactive experiences.

The lack of interpretability and transparency in VQA models hinders users' ability to

comprehend the reasoning behind the system's answers.

Current solutions for visually impaired individuals often rely on manual interventions

or non-interactive tools, lacking real-time, context-aware responses to visual queries.

OBJECTIVES

Develop a Visual Question Answering (VQA) system tailored to the needs of visually
impaired individuals.

Implement CLIP (Contrastive Language-Image Pre-training) and Vision Transformer
(ViT), to enable efficient processing of visual and textual inputs for accurate

responses.

Integrate explainability features using techniques like Grad-CAM to enhance
transparency and interpretability in the VQA system, providing users with insights

into how answers are generated.

DATASET

The VizWiz dataset contains 20,510 image-question pairs for training, 4,319 pairs for

validation, and 8,000 pairs for testing.

Blind individuals captured images and asked questions related to various daily-life

scenarios.

Multiple crowd workers answered these questions, resulting in 10 different answers

per question to capture diverse perspectives.

METHODOLOGY
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Fig 1 : Architecture of Proposed System

Preprocess the dataset containing image-question-answer triplets.
Utilized CLIP as the backbone for processing image and text inputs.

Integrate Vision Transformer (ViT) variant into the CLIP architecture for image

encoding.

Implement fusion techniques within the CLIP-VIT architecture for effective

multimodal feature combination.

Obtain the final prediction.
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Fig 2 : Grad-CAM Architecture
Converts logits into probabilities using softmax for decision-making.
Computes gradients to assess the contribution of tokens.
Derives attention maps via Grad-CAM for both image and text inputs.

Generates heatmaps to visually represent critical features in images and questions.

RESULT AND ANALYSIS

The proposed model achieved a test accuracy of 73.3%

Table 1 : Performance Analysis

Training Accuracy 76.21%
Validation Accuracy 75.52%
Test Accuracy 73.3%
Training Answerability Score 81
Validation Answerability Score .80
Test Answerability Score .80
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Fig 3 : Training Loss and Validation Loss graph
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Fig 4 : Accuracy graph
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Fig 5 : Answerability Score graph

TOOLS
« PyTorch
*  NumPy
« Matplotlib
e gTTS
« Captum

CONCLUSION

* Adapted VQA technology specifically for visually impaired users

» Applied interpretability techniques like Grad-CAM to provide transparency in

decision-making, building user trust.

« Demonstrated robust fusion of textual and visual inputs using advanced techniques

within the CLIP-VIT architecture, leading to improved response accuracy.
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